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Abstract

In this paper, new evidence is presented for the assumption that the reason-relation
reading of indicative conditionals ('if A, then C') reflects a conventional implicature. In four
experiments, it is investigated whether relevance effects found for the probability assessment of
indicative conditionals (Skovgaard-Olsen, Singmann, and Klauer, 2016a) can be classified as
being produced by a) a conversational implicature, b) a (probabilistic) presupposition failure, or
c) a conventional implicature. After considering several alternative hypotheses and the
accumulating evidence from other studies as well, we conclude that the evidence is most
consistent with the Relevance Effect being the outcome of a conventional implicature. This
finding indicates that the reason-relation reading is part of the semantic content of indicative

conditionals, albeit not part of their primary truth-conditional content.

Keywords: Relevance, Pragmatics, Indicative Conditionals, Conversational Implicatures,

Presuppositions, Conventional Implicatures
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Cancellation, Negation, and Rejection’

Very few linguistic expressions are as important to our reasoning, argumentation, and
decision making as indicative conditionals, that is, a class of sentences typically of the form: "If
A, (then) C," where A, the antecedent, and C, the consequent, stand for arbitrary sentences. It is
not surprising then that conditionals have been a subject of extensive research in philosophy,
linguistics, computer science, and psychology. What is more surprising though is that, despite
decades of multidisciplinary efforts to understand how people interpret indicative conditionals,
many aspects of their meaning remain the matter of ongoing controversy.

Intuitively, whenever someone asserts a conditional they communicate that there is some
sort of a relation between the content of that conditional's antecedent and consequent; that, for
instance, the antecedent is a reason for the consequent, or that the consequent can be inferred
from the antecedent. Take, for example, the following sentence:

(1) If more parents refuse to vaccinate their children, diseases such as measles and
whooping cough will make a comeback.
Clearly, someone who asserts (1) seems to be expressing their belief about the connection
between the anti-vaccination movement and the possible outbreak of infectious diseases. That a
conditional conveys such a relationship is not controversial. But the status of this connection is

one of the most contentious issues in the current debate on the meaning of indicative
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conditionals. At issue is whether the connection is part of the semantics or the pragmatics of the
conditional. Roughly, the semantics of the conditional — sometimes referred to as the core
meaning — 1s its literal, conventional, context-independent meaning. The pragmatics of the
conditional is its non-literal, inferred, context-dependent meaning (we will elaborate on these
definitions later).

The question of whether the connection is semantic or pragmatic has attracted such interest
in large part because the issue forms a dividing line between theories of the conditional in
psychology and philosophy. On the one hand, there are historically established theories in
psychology, such as the Suppositional Theory and the Mental Models Theory, which take the
connection to be pragmatic. On the other, there are recently revived 'inferentialist' accounts,
which take the connection to be semantic. The opposition of these theories in psychology is an
echo of similar debates in philosophy (for references, see Douven, 2015 and Skovgaard-Olsen,
2016).

In comparison, linguistic debates about conditionals have been more influenced by the
possible-worlds semantics of Stalnaker (1968), Lewis (1973), and Kratzer (1986). In none of
these theories is the connection between the antecedent and the consequent taken to be semantic.
Rather what we get is roughly a description of the antecedent worlds in the context set, which are
most similar to the actual world, stating that they are worlds in which the consequent is true
(Biezma, 2014). As such, formal semantics sides with the psychological theories in denying that
the connection between the antecedent and consequent is part of the core semantic meaning of
conditionals. But in this paper, our focus is on the former division within theories of conditionals
in psychology. See, however, Skovgaard-Olsen (in review) for more on the connections between

the present discussion and related work in linguistics.
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The Mental Model Theory is one of the most influential theories in the psychology of
reasoning. It postulates that compound sentences, such as conditionals, refer to conjunctions of
possibilities, where possibilities are understood epistemically as situations that are compatible
with what is known (Khemlani, Byrne, and Johnson-Laird, 2018). Consequently, on the Mental
Model Theory, interpreting a sentence amounts to constructing mental models that represent
possible states of affairs that are compatible with that sentence, while what is impossible tends to
be omitted (Johnson-Laird and Byrne 1991, 2002; Johnson-Laird, Khemlani, & Goodwin 2015).
A fully fleshed out, explicit model of a conditional, if A then C, can be depicted then in the

following way, where each row denotes a mental model of one possibility:*

A C
—A —C
—A C

Importantly, already Johnson-Laird and Byrne (1991, 2002), but also Khemlani et al. (2018),
emphasized that many people do not immediately construct fully explicit models of a
conditional. Instead they stop their model construction at the initial, abbreviated, implicit model
consisting of the representation of the possibility that both the antecedent and the consequent are

true:

The ellipsis signals that there are other possibilities, which could be evoked, if necessary.

2 For consistency we use 'A' and 'C' throughout to refer to the antecedent and consequent of

the conditional respectively.
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It is important to note that such conjunctions of possibilities constitute the meaning of a
compound sentence on the Mental Models Theory. More precisely, the Mental Model Theory
holds that a sentence is true if all the corresponding models are possible. This makes the mental
models of a conditional different than a material conditional, even though the explicit model
bears a resemblance to the truth table for the material implication. As Khemlani et al. (2018) say:

In the model theory, a conditional’s meaning is not a material implication, not a

conditional probability, not a set of possible worlds, and not an inferential relation. It is

instead a conjunction of possibilities, each of which is assumed in default of information to

the contrary. (p. 31)

Accordingly, Johnson-Laird et al. (2015) hold that “a basic conditional, ‘if A then C’, is true only
if all three situations in its fully explicit models are possible: ”possibly(A & C) & possibly(not-A
& not-C) & possibly(not-A & C) and A & not-C is impossible” (p. 206).’

But what matters for present purposes is just that although Mental Model Theory does not
treat the relation between the antecedent and consequent of a conditional as a part of its core
meaning, proponents of Mental Model Theory acknowledge that conditionals are often
interpreted as conveying that there is such a relation due to "modulating effects of semantics and
pragmatics" (Johnson-Laird and Byrne, 2002, p. 651). More specifically, “the meaning of words,
knowledge, and the conversational context can block the construction of models of possibilities,
and they can add causal, spatiotemporal, and other relations between elements in models

(Khemlani et al., 2018, p. 12-13). They argue that the context of an utterance (pragmatics), or

3 See Baratgin, Douven, Evans, Oaksford, and Politzer (2015) for a discussion of some

challenges for the revised version of the theory, and Khemlani et al. (2018) for a response. See
further the discussion in Hinterecker, Knauff, and Johnson-Laird (2016) and Oaksford, Over, and
Cruz (2018).
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semantic relationship between the content of the antecedent and the content of the consequent,
may block the construction of a model that normally belongs to the core meaning of a sentence,
or trigger the construction of a model that is not part of the core meaning of a sentence. As we
will argue below, semantic and pragmatic modulation is not sufficient to account for the complex
data pattern that emerges out of the present study when taken together with other recent
published results, however.
An alternative approach in the psychological study of conditionals stems from the so-called

New Paradigm Psychology of Reasoning (Oaksford & Chater, 2007; Over, 2007), which
emphasizes the role of uncertainty in human reasoning. Indicative conditionals on the New
Paradigm are interpreted as probabilistic or suppositional. Although the term Suppositional
Theory (ST) refers to a whole family of related views, they can all be construed as the
formalizations of the Ramsey Test, which provides a procedure for fixing one’s degree of belief
in a conditional, and, by the same token, for determining whether an indicative conditional is
acceptable (Ramsey 1929/1990, p. 155):

If two people are arguing 'if [A] will [C]?" and are both in doubt as to [A],

they are adding [ A] hypothetically to their stock of knowledge and arguing

on that basis about [C]: so that in a sense 'If [A], [C]' and "if [A], [C]' are

contradictories. We can say that they are fixing their degrees of belief in [C]

given [A]. (Editorial changes preserve the consistency of notation)

Consequently, what the different versions of the Suppositional Theory have in common is

their commitment to The Equation, according to which the probability of a conditional equals the
conditional probability of that conditional's consequent given its antecedent (where 'A' and 'C'

are restricted to atomic sentences, that is, they are not conditionals themselves): P(If A, then C) =
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P(C|A). The development of the Suppositional Theory that became particularly influential in the
psychology of reasoning resulted from combining the Ramsey Test, and thus the Equation, with
three-valued de Finetti’s semantics. De Finetti treated conditionals as true when both of its
clauses are true, and false when the antecedent is true but the consequent is false. When the
antecedent is false, the truth value of a conditional is undetermined, “void.” Conditionals with
false antecedents can be compared to called-off bets: a bet that if you throw a fair coin it will
land heads is neither won, nor lost — it is called off — when the coin is not thrown at all (see, e.g.,
Politzer, Over, & Baratgin, 2010). A more refined version of the de Finetti’s system can be
obtained by replacing the third, “void” value with the conditional probability itself (Jeffrey,
1991; see also Baratgin, Politzer, Over, and Takahashi, 2018; Kleiter, Fugard, & Pfeifer, 2018,
and Over & Cruz, 2018).

The Equation has received strong empirical support. Participants in reasoning experiments
tend to evaluate the probability of a conditional by estimating the corresponding conditional
probability (Evans, Handley, & Over, 2003; Fugard, Pfeifer, Mayerhofer, & Kleiter, 2011;
Oberauer & Wilhelm, 2003; Politzer et al., 2010). Yet, a recent study has challenged the
generality of these results (Skovgaard-Olsen, Singmann, and Klauer, 2016a), as we shall see in
more detail below.

Although the original phrasing of the Ramsey Test, with its focus on arguing about C on
the basis of A, seems to capture the intuition that the antecedent of a conditional needs to be
somehow relevant for the consequent, this is not true of the suppositional accounts. As long as
the antecedent is possible, a true or even highly probable consequent will render the conditional

acceptable. If we believe that Brexit is inevitable and that it is quite possible that there are at
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least some microorganisms living on some planets outside of our Solar System, we are
committed to accepting the following missing-link conditional:

(2) If there is life on some extra-solar planet, then the UK will leave the European Union.
This is because "the UK will leave the European Union" was already part of our stock of beliefs,
and it remains so upon expanding it by "there is life on some extra-solar planet." By contrast, for
a person who deems it rather unlikely that there are any advanced alien civilizations, and that this
likelihood will not increase were we to learn that there are planets that host some form of life, (3)
does not appear acceptable after performing the Ramsey Test:

(3) If there is life on some extra-solar planet, then somewhere in the Universe there exists

an advanced alien civilization.
Yet it would be easier to make sense of a speaker who asserts (3), even if we strongly disagree
with it, than of someone who asserts (2) (Krzyzanowska, 2015, p. 9). If we disagree with (3), it
would be because learning that there is life on some extra-solar planet would not be a good
enough reason for us to believe in the existence of an advanced alien civilization. Nevertheless,
since the truth of the antecedent of (3) slightly increases the probability of its consequent, we can
imagine someone who would find such an argument convincing enough to accept the
conditional.

Psychologists of reasoning who claim that the Equation captures a central part of the
meaning of an indicative conditional do not deny that these sentences often seem to suggest
stronger (e.g. causal or inferential) relations between their antecedents and consequents. What
they do deny is that these relations belong to the semantics, that is, to the core meaning of the
conditional. It seems that when researchers wish to account for our intuitions about the relation

between a conditional's antecedent and consequent, and for data on the actual use of conditionals,
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they most commonly invoke pragmatics (Johnson-Laird & Byrne, 2002; Over et al., 2007; for
discussion, see, also Krzyzanowska, Collins, and Hahn, 2017a, 2017b, and below). But
pragmatics is not the only option. The alternative approach is to treat that relation, however it is
defined, as the starting point for developing an account of the meaning of a conditional. Douven
and Verbrugge (2010) argued that one can distinguish between different types of inferences, and
classified inferential conditionals as deductive, inductive, or abductive, inspired by classifications
of conditionals in empirical linguistics (Declerck and Reed, 2001; Dancygier and Sweetser,
2005). This typology motivated a new, "inferential," truth-conditional semantics for indicative
conditionals (Krzyzanowska, Wenmackers, and Douven, 2014; Douven, 2015). Independently, a
related account has been proposed by Spohn (2013) and Olsen (2014), who analyzed indicative
conditionals as expressing reason relations between their antecedents and consequents. This
relationship can be operationalized probabilistically in terms of the AP rule (AP = P(C|A) -
P(C[-A)). A conditional's antecedent, A, is said to be a reason for the consequent, C, if A raises
the probability of C, that is, if A is positively relevant for C. Since AP is defined as a difference
between P(C|A) and P(C|—A), AP must be positive for A to be a reason for C, and, consequently,
for a conditional, "If A, then C," to be acceptable. Positive Relevance can be seen in example (1)
above: parents’ refusing to vaccinate their children increases the probability of measles or
whooping cough outbreaks. By contrast, probabilistic irrelevance can be seen in example (2)
above: the probability of UK leaving the EU given the existence of life on some extra-solar
planet is, to the best of our current knowledge, exactly the same as the probability of UK leaving
the EU given that there is no life outside of the Solar system at all. That is, AP = 0, or the

antecedent is probabilistically irrelevant for the consequent in this case.
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The Relevance Effect

Results by Skovgaard-Olsen et al. (2016a) recently raised an explanatory challenge for the
Suppositional Theory of conditionals and Mental Model Theory. Both theories postulate that
indicative conditionals have a core meaning which does not include relevance relations between
the antecedent and the consequent. However, when investigating the probability and
acceptability of indicative conditionals, Skovgaard-Olsen et al. (2016) found that relevance
strongly moderated the evaluations of indicative conditionals. For cases of Positive Relevance
(P(CJA) - P(C|~A) > 0 <=> AP > 0), the conditional probability remained a good predictor of
both the acceptance and probability of the conditional. For cases of Negative Relevance (P(C|A)
- P(C[mA) <0 <=> AP < 0) and Irrelevance (P(C|A) - P(C|~A) = 0 <=> AP = 0), this relationship
was disrupted because the participants tended to view the indicative conditional as defective
under those conditions.

In what sense does the Relevance Effect constitute a challenge to the Mental Model
theory and the Suppositional Theory? The extent to which it does depends on whether the
Relevance Effect belongs to the core meaning of the conditional - its semantics - or arises,
instead, from the context of utterance of a conditional - its pragmatics. If the Relevance Effect
belongs to pragmatics, then the main theories can just claim to be theories about the core content
of indicative conditionals and hold that they need to be supplemented with auxiliary hypotheses
concerning the pragmatic mechanisms involved in communication.

To address this question we focus on a set of well-known phenomena at the interface
between semantics and pragmatics: namely conversational implicature, presupposition, and
conventional implicature (see later sections for definitions of each). We do so because these are

phenomena for which there are reasonably well-established diagnostic tests. If we can explain
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the Relevance Effect by one of these phenomena, we are a step closer to adjudicating on the
semantics/pragmatics issue. A final judgment will depend both on how we define semantics and
pragmatics and on how we subsequently classify conversational implicature, presupposition, and
conventional implicature. Both the definition and subsequent classification are live issues. But
instead of resolving those issues here, our focus will be on classifying relevance effects with
respect to these three established linguistic phenomena at the interface between
semantics/pragmatics. For present purposes, we follow Birner (2014) in adopting the following
typical characteristics of semantics and pragmatics (Table 1):

Table 1. Pragmatic/Semantic Distinction

Semantics Pragmatics

literal non-literal
context-independent context-dependent
non-inferential inferential
truth-conditional non-truth-conditional*

To this we might add that semantics typically concerns the conventional meaning of words and
sentences, while pragmatics typically concerns non-conventional meaning. While these
characteristics might define the prototypical semantic and pragmatic phenomena, the
characteristics can come apart. For instance, a phrase such as 'the foot of the mountain' may
strike us as non-literal, mountains not having body parts, but it will also likely strike us as non-
inferential, truth-conditional, and conventional. Unsurprisingly, then, it can prove controversial
to categorize any given phenomenon as semantic or pragmatic. Of the phenomena we consider,
only conversational implicatures are regarded as uncontroversially pragmatic. Conventional

implicatures, in contrast, are commonly thought of as a secondary layer of semantic meaning

* Some would argue that some pragmatic phenomena are, in fact, truth-conditional. For
discussion, see Carston (2002), Recanati (2011), and Birner (2014).
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which is auxiliary to the primary truth-conditional semantic layer (Potts, 2007, 2015).
Presuppositions, on the other hand, have both semantic and pragmatic interpretations (Beaver &
Geurts, 2014), with influential proponents on either side—with, for instance, Stalnaker (2016)
defending a pragmatic approach and von Fintel (2008) adopting a semantic one. The distinction
between these various linguistic categories is discussed in further details below.

We test among the linguistic categories in four experiments. Experiment 1 tests whether
the Relevance Effect arises because of conversational implicature. Experiment 2 tests whether it
arises because of a presupposition failure. Experiment 3 tests whether it arises because of a
conventional implicature.

Experiment 1

Conversational Implicatures

We start with the paradigm-case of pragmatics: the conversational implicature.
Conversational implicatures arise when a speaker means something different from the
conventional meaning of the sentence they utter. For instance:

Alan: Are you going to Paul's party?

Barb: I have to work. (Davis, 2014)

Here, Barb utters a sentence with a clear conventional meaning—that she has to work—but also
conversationally implicates that she will not be attending Paul's party (because she has to work).
To take another familiar example:

Angry Parent: Did you eat all of the chocolate cake?

Guilty Child: I ate some of it.

Here, the child utters a sentence that conventionally means something like 'I ate at least one

morsel of cake' and is quite compatible with 'T ate all of the cake'. But the child, perhaps hoping
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to spread the blame, also implicates that he/she did not eat all of the cake: that there is another
culprit. Inferences of this latter type are known as scalar implicatures.

Grice (1989) set out to explain how conversational implicatures arise, formulating a
general principle of cooperative discourse: that speakers 'make [their] contribution such as is
required, at the stage at which it occurs, by the accepted purpose or direction of the talk
exchange in which [they] are engaged' (Grice, 1975, p. 45). He fleshed this principle out into a
set of conversational maxims, or descriptive norms. On his account, speakers should give
enough, but not too much, information (Maxim of Quantity); should avoid saying falsehoods or
things for which they lack evidence (Maxim of Quality); should be relevant (Maxim of
Relation); and should avoid obscurity and ambiguity, and be brief and orderly (Maxim of
Manner).

According to Grice, implicatures can only arise at all because hearers assume that
speakers are generally cooperative: that they follow the maxims. But, as he pointed out, speakers
can, in fact, behave in different ways towards the maxims: they can observe, violate, flout, or opt
out of a maxim. Most important for present purposes are the observing or flouting of maxims,
either of which generates an implicature.’ For instance, other things being equal, when a speaker
says 'l had two bagels for breakfast', a hearer will assume that the speaker is observing the
Maxim of Quantity (is providing sufficient information) and implicating 'l did not have three
bagels for breakfast' (Birner, 2013). For an example of flouting, consider a professor who is

writing a recommendation letter for a student, and is expected, in the normal run of things, to

> A speaker violates a maxim when they inconspicuously disregard it, not intending the

hearer to notice—as when a speaker lies or misleads a hearer; a speaker opts out of a maxim
when, say, they simply disengage from a conversation and 'do not play the game at all' (Birner,
2013).
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comment favorably on the student's academic ability, diligence, and so on. A professor who
comments, instead, on the student's handwriting is flouting—openly disregarding—the Maxim of
Quantity and implicating that the student's academic ability (and so on) is not worthy of praise
(Grice, 1989). In cases of flouting, we can think of an implicature as being necessary to preserve
the assumption that the speaker is being cooperative.

Conversational implications constitute a paradigmatic example of pragmatic modulation,
an interpretational process whereby semantic content is extended by pragmatic mechanisms that
take contextual factors into account. It is not unusual to find references to processes of pragmatic
modulation as extending semantic theories in the psychology of reasoning (e.g. Johnson-Laird
and Byrne, 2002). But their status tends to be that of underspecified and untested, auxiliary
hypotheses (Douven, 2017).

Since conversational implicatures are attempts to reconstruct the speaker's intended
meaning, which goes beyond what is literally said, they are defeasible inferences, which can be
explicitly blocked by the speaker. For instance, imagine a conversation between John and Sophia
at a party they are hosting. John, who is in the kitchen, asks Sophia "Where are our guests?' If
Sophia replies 'Some are in the garden' she might well be taken to mean that not all of the guests
are in the garden. But Sophia can straightforwardly cancel this scalar implicature by adding, 'In
fact, they all are." We will call this type of hedging 'a cancellation speech act'. One of the main
characteristics of conversational implicatures is that a commitment to them can be blocked by
performing cancellation speech acts without producing a contradiction (Blome-Tillmann, 2013).

Conversational implicatures have already featured in the debate on relevance. For

instance, Over et al. (2007) found a modest effect of P(C|—A) as a predictor of P(if A, then C),
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for conditionals which were positively relevant (where AP > 0). They offered the following
explanation (p. 92):

An Adams conditional is not equivalent to an explicit statement that [A] raises the

probability of [C] (...), nor that [A] causes [C] (...). A conditional probability [P(C|A)] can

be high when [A] does not raise the probability of [C] and when [A] does not cause [C].

For example, [P(C|A)] can be high simply because [P(C)] is high. Does this mean that

supporters of the view that these conditionals are Adams conditionals cannot account for

the weak negative effect of [P(C| —A)] in the current studies? Not necessarily, for they
can argue that the use of a conditional pragmatically suggests, in certain ordinary
contexts, that [A] raises the probability of [C] or that [A] causes [C]. (Editorial changes
preserve the consistency of notation),
Over et al. (2007) then go on to suggest that probability raising and the causal reading of
indicative conditionals may be produced by a conversational implicature. It may be misleading to
assert conditional sentences in the absence of probabilistic dependencies, but the reason for this
does not reside in the core, semantic content of indicative conditionals.

Similarly, Johnson-Laird and Byrne (2002) have considered whether to make a
connection between the antecedent and the consequent part of the core meaning of conditionals,
only to reject it:

We do not deny that many conditionals are interpreted as conveying a relation between

their antecedents and consequents. However, the core meaning alone does not signify any

such relation. If it did, then to deny the relation while asserting the conditional would be

to contradict oneself. Yet, the next example is not a contradiction:
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If there was a circle on the board, then there was a triangle on the board, though there
was no relation, connection, or constraint, between the two—they merely happened
to co-occur. (p. 651)
Their argument is that one can cancel a commitment to there being a relation between the
antecedent and the consequent without contradicting oneself. If so, then this commitment bears

the mark of a conversational implicature. In Experiment 1 we will test this hypothesis.

The Cancellation Task

The purpose of Experiment 1 is to test whether the reason-relation reading of conditionals
can be attributed to the presence of a conversational implicature. To test this hypothesis, we
investigated whether the reason-relation reading of conditionals can be cancelled without
contradiction. More specifically, Experiment 1 uses the perceived degree of contradiction in
cancelling a scalar implicature as the lower baseline. We have already seen two examples of
scalar implicatures, where speakers used (or could be mistaken for using) the weaker term 'some’
to implicate 'not all'. The 'some' to 'not all' inference is the most famous case, but scalar
implicatures can arise with various scales, such as scales of possibility ('It's possible he will
come' can implicate 'It's not definite that he'll come'). The implicature is that the speaker has
some reason for not using the more informative, stronger term. Scalar implicatures can be
cancelled. In this respect they contrast markedly with our upper baseline, entailment. If sentence
A entails sentence B, then whenever A is true, B is also true. For instance, 'John is a bachelor'
entails 'John is unmarried'. By definition, entailments cannot be cancelled without contradiction.
The test then consists in measuring whether attempts to cancel the reason-relation reading of

conditionals are viewed as more like cancelling a scalar implicature than like cancelling an
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entailment relation. The rationale is that while scalar implicatures can be cancelled without
contradiction, entailments cannot.

In addition, Experiment 1 contrasts attempts to cancel the reason-relation reading of
conditionals with attempts to cancel the reason-relation reading of conjunctions, which is another
connective featuring a prominent reason-relation reading (Carston, 1993). Finally, comparisons
are made with two control items that do not involve conditionals. The first is an attempt to cancel
a scalar implicature. The second is an attempt to cancel the entailment of a categorical assertion.

Method
Participants

The experiment was conducted over the Internet to obtain a large and demographically
diverse sample. A total of 100 people completed the experiment. The participants were sampled
through the Internet platform Mechanical Turk from the USA, UK, Canada, and Australia. They
were paid a small amount of money for their participation.

The following exclusion criteria were used: not having English as native language (zero
participants), completing the task in less than 240 seconds or in more than 3600 seconds (15
participants), failing to answer two simple SAT comprehension questions correctly in a warm-up
phase (44 participants), and answering ‘not serious at all’ to the question 'how serious do you
take your participation' at the beginning of the study (1 participant). Since some of these
exclusion criteria were overlapping, the final sample consisted of 65 participants. Mean age was
41.66 years, ranging from 24 to 65, 38.5 % of the participants were male; 58.5 % indicated that
the highest level of education that they had completed was an undergraduate degree or higher.
Applying the exclusion criteria had a minimal effect on the demographic variables.

Design



CANCELLATION, NEGATION, AND REJECTION 18

The experiment had a within-subject design with three factors: Relevance (with two
levels: Positive Relevance (PO), Irrelevance (IR)), Priors (with four levels: HH, HL, LH, LL,
meaning, for example, that P(A) = low and P(C) = high for LH), and Sentence Type (with two
levels: Conditional (if), Conjunction (and)). Since the Andpo cell of our design was empty,6 the
participants were presented with 12 within-subject conditions.

Materials and Procedure for All the Experiments

Each of the 12 within-subjects conditions was randomly assigned one of 12 scenarios.
Random assignment was performed without replacement such that each participant saw a
different scenario for each condition. This ensured that the mapping of condition to scenario was
counterbalanced across participants preventing confounds of condition and content. The list of
the 12 scenarios used can be found in the Supplemental Materials.

To reduce the dropout rate during the experiment, participants first went through three
pages stating our academic affiliations, posing two SAT comprehension questions in a warm-up
phase, and presenting a seriousness check asking how careful the participants would be in their
responses (Reips, 2002).

The experiment was split into twelve blocks of four pages, one block for each within-
subjects condition. The order of the blocks was randomized anew for each participant and there
were no breaks between the blocks. On the first page of each block, the participants were
presented with a randomly chosen scenario text (which was repeated on the three following
pages in a brighter grey color for reference). These scenario texts have been found in previous

studies (Skovgaard-Olsen, Singmann, and Klauer, 2016b) to reliably induce assumptions about

6 To avoid prolonging the experiment too much for the participants, we chose to focus on

the IFjgr and ANDr comparison in this paper.
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relevance and prior probabilities of the antecedent and the consequent that implement our
experimental conditions. Table 2 displays sample conditions for the Mark scenario for Positive

Relevance and Irrelevance.

Table 2. Stimulus Materials, Mark Scenario

Scenario Mark has just arrived home from work and there will shortly be a great movie on television, which he has been
looking forward to. Mark is quite excited because he recently bought a new TV with a large screen. He has a
longing for popcorn, but his wife has probably eaten the last they had while he was gone.

Positive Relevance Irrelevance
HH If Mark presses the on switch on his TV, then his TV If Mark is wearing socks, then his TV will work.
will be turned on.
HL If Mark looks for popcorn, then he will be having If Mark is wearing socks, then his TV will
popcorn. malfunction.
LH If the sales clerk in the local supermarket presses the  If Mark is wearing a dress, then his TV will work.
on switch on Mark’s TV, then his TV will be turned
on.
LL If Mark pulls the plug on his TV, then his TV will be  If Mark is wearing a dress, then his TV will
turned off. malfunction.
Positive Relevance (PO): mean AP = .32 High antecedent: mean P(A) = .70
Irrelevance (IR) mean AP =-.01 Low antecedent: mean P(A) = .15
High consequent: mean P(C) = .77
Low consequent: mean P(C) = .27

Note. HL: P(A) = High, P(C) = low; LH: P(A) = low, P(C) = high. The bottom rows display the mean values for all 12
scenarios pretested in Skovgaard-Olsen et al. (2016b).

For the Mark scenario text in Table 2, participants assume that Mark pressing the on
switch raises the probability of his TV turning on, and that both of these sentences have a high
prior probability given the scenario (Positive Relevance, HH). Conversely, the participants tend
to assume that Mark’s wearing socks is irrelevant for whether the TV will work, and that both

have a high prior probability (Irrelevance, HH).

Materials and Procedure specific to Experiment 1

For Experiment 1, the participants were given the following instruction:
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In the following you are going to see a short conversation, where Louis accuses Samuel

of contradicting himself. Whether you agree with Samuel's assertions is beside the point.

What we are interested in is just the extent to which you agree with Louis that Samuel is

contradicting himself. When you read the sentences please pay attention to small

differences in their content, so that we don't unfairly accuse Samuel of contradicting
himself.
The participants were then presented with two control items:

Samuel: John is a bachelor [/Some of the employees are invited to the party]

...but I am not suggesting that John is unmarried. [/that they're not all invited]

Louis: Wait, you're contradicting yourself.

The task of the participants was to indicate the extent to which they agreed or disagreed with
Louis's statement on a five-point Likert scale {strongly disagree, disagree, neutral, agree,
strongly agree}. Before beginning the experiment proper, the participants moreover saw one
practice trial, where we emphasized that attention was needed to notice the subtle differences
between the wordings of the various types of cancellations used in the experiment.

On the following three pages, the participants were presented with one of the three
dependent variables in random order (perceived contradiction of cancellation of entailment, of
scalar implicature, and of the reason-relation reading). The task of the participants was always to
assess the extent to which they agreed with Louis' claim that Samuel contradicted himself. Using

the HH conditions from above, the three types of cancellation were implemented as follows:
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Table 3. Cancellation Types in Experiment 1
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Entailment

Scalar Implicature

Reason Relation

Samuel:

Mark presses the on switch on his
TV.

And IF Mark presses the on switch
on his TV, THEN his TV will be
turned on.

...but I am not suggesting that
Mark’s TV will be turned on.

Conditionals, Positive Relevance

Samuel:

Mark presses the on switch on his
TV.

And IF Mark presses the on switch
on his TV, THEN it is possible that
his TV will be turned on.

...but I am not suggesting that if so,
it isn't highly likely that Mark’s TV
will be turned on.

Samuel:

Mark presses the on switch on his
TV.

And IF Mark presses the on switch
on his TV, THEN his TV will be
turned on.

...but I am not suggesting that these
two things are related.

Samuel:
Mark is wearing socks.
And IF Mark is wearing socks,

Conditionals, Irrelevance

Samuel:
Mark is wearing socks.
And IF Mark is wearing socks,

Samuel:
Mark is wearing socks.
And IF Mark is wearing socks,

THEN his TV will work. THEN it is possible that his TV will THEN his TV will work.
...but I am not suggesting that work. ...but I am not suggesting that these
Mark’s TV will work. ...but I am not suggesting that if so,  two things are related.
it isn't highly likely that Mark’s TV
will work.
Conjunctions, Irrelevance
Samuel: Samuel: Samuel:

Mark is wearing socks AND his TV
will work.

...but I am not suggesting that
Mark’s TV will work.

Mark is wearing socks AND it is
possible that his TV will work.
...but I am not suggesting that it isn't
highly likely that Mark’s TV will
work.

Mark is wearing socks AND his TV
will work.

...but I am not suggesting that these
two things are related.

Note. For conditionals, the entailment of the conclusion of Modus Ponens was cancelled. For conjunctions, the
entailment of the conclusion of conjunction elimination was cancelled.

Control Items

Results

As Figure 1 suggests, the degree to which the participants viewed the cancellation speech act as

giving rise to a contradiction was found to be significantly higher in the entailment control (Mdn
=5.00) item than in the scalar control item (Mdn = 3.00), V = 1260.5, p < .0001, » = -.65, for the

Asymptotic Wilcoxon signed-rank test.
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Figure 1. Histogram for Control Items
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Note. The width of the bins is 1, so the bin from 0-1 on the
histogram = ‘strongly disagree’ (or = ‘1°, on the original
response scale), the bin from 4-5 on the histogram =
‘strongly agree’ (or = °5°, on the original response scale).

Comparing Cancellation Types for Andiyreievance And IFpsitives IFirrelevance

Given the design, there were replicates for each participant and item. Hence, it was not
appropriate to assume that the data were independently and identically distributed. Accordingly,
the appropriate analysis was to use linear mixed-effects models, with crossed random effects for
intercepts and slopes by participants and by scenarios (Baayen, Davidson, and Bates, 2008). This
analysis was conducted using the statistical programming language R (R Core Team, 2013), and
the package brms for mixed-effects models in Bayesian statistics was used (Biirkner, 2017). On
the project page on the Open Science Framework, previous analyses of all the experiments

reported in this paper are reported for classical statistics: https://osf.io/hz4k6/. As seen, the

classical and Bayesian analyses converge on qualitatively similar results for all the studies.
Separate analyses were run for the Irrelevance (IR) and Positive Relevance (PO) items
because there was no ANDpggisive cell of the design. For the Irrelevance items (ANDyelevances

[Firrelevance), the following models were fit to the data:


https://osf.io/hz4k6/
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(M1) a model that treats the participants’ ratings of perceived contradiction as a function

of the Cancellation Type factor (scalar implicature vs. entailment vs. reason relation), the

Sentence factor (‘if, then’ vs. ‘and’), and their interaction.

(M2) a model that builds on M1 but without the two-ways interaction.

(M3) a model that builds on M2 but without a main effect for the Sentence factor.
As indicated, these models were implemented in a Bayesian framework with weakly informative
priors, using the R package brms (Biirkner, 2017). Since the responses obtained from the five-
point Likert scale are ordinal responses, the responses were modelled as generated by thresholds
set on a latent continuous scale with a cumulative likelihood function and a logit link function
(Biirkner & Vuorre, 2018). Table 4 reports the performance of the models as quantified by the
leave-one-out cross validation criterion and the WAIC information criterion.

Table 4. Model Comparison
LOOIC ALOOIC SE WAIC Weight

M1 3323.73 0 -- 3313.2 0.9992
M2 3341.44 17.71 7.17 3329.2 0.0003
M3 3340.82 17.09 7.30 3328.6 0.0004

Note. LOOIC = leave-one-out cross-validation information criterion.
WAIC = Watanabe-Akaike information criterion. Weight = Akaike
weight of WAIC.

The information criteria clearly favour M1. Figure 2 plots its posterior predictions.
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Figure 2. Posterior Predictions based on M1
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Note. The perceived degree of contradiction of the cancellation speech act was measured on a
scale from ‘strongly disagree’ (1), ‘disagree’ (2), ‘neutral’ (3), ‘agree’ (4), and ‘strongly agree’ for
Louis’ attribution of a contradiction to Samuel. The plot represents the predicted posterior
probability of new participants selecting one of the displayed categories, given that they do not
select ‘Neutral’. For each cancellation-sentence type, the number of samples drawn from the
posterior distribution is shown.

Moreover, as shown in Figure 2, there is an interesting interaction in the data whereby
attempting to cancel a commitment to the reason relation is viewed as just as contradictory as
attempting to cancel a commitment to an entailment, for conditionals. In contrast, for
conjunctions attempts to cancel a commitment to the reason relation is viewed as less
contradictory than attempts to cancel a commitment to a conversational implicature.

As a manipulation check, it can be observed across sentences that the participants clearly
distinguish between attempts to cancel a commitment to entailments and conversational
implicatures. While the participants agree that Samuel is contradicting himself, when attempting
to cancel a commitment to an entailment, they disagree when he is attempting to cancel a
commitment to a conversational implicature (bimplicature = -4.12, 95%-CI [-5.04, -3.23], BFyon1 =

-1.44 * 10** =~ 0).” The clear preference in favour of M1 (see Table 4) reflects the fact that while

! Note that the slightly negative BF is probably due to a minor imprecision when

estimating extremely small numbers around zero in R.
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there is no main effect for the Sentence factor (b = -0.44, 95%-CI [-0.90, 0.05], BFgou1 = 3.93),
the Sentence factor is involved in an interaction with the Cancellation Type factor. Indeed, the
evidence in favour of higher ratings for attempts to cancel reason relations with conditionals than
with conjunctions is very strong on conventional standards for interpreting Bayes Factors
(b_ReasonRelation:1f = 3.02, 95%-CI [3.91, 6.17], BFyou; = 1.28 * 107'° = 0).

For the positive relevance conditionals, a similar mixed effects ordinal regression model
was fitted to the data, and the same data pattern was found as for irrelevance conditionals: while
the participants tended to agree that Samuel was contradicting himself when attempting to cancel
a commitment to an entailment, they disagreed when he attempted to cancel a commitment to a
conversational implicature (bimpiicature = -3.35, 95%-CI [-4.41, -2.34], BFyon: =-1.89 * 1018 = 0).
In contrast, moderate evidence in favour of the Hy that entailment and reason relations did not
differ could be obtained (breasonrelation = 0.40, 95%-CI [-0.19, 0.99], BFyou; = 6.83), with the
reason relation cancellations, in fact, being rated slightly more contradicting than the entailment
cancellations.

Discussion
For the control items it was found that the cancellation of an entailment was seen as more
contradictory than the cancellation of a scalar implicature. While the control items concerned
atomic sentences, our results indicate that this effect generalizes to the cancellation of
entailments and scalar implicates occurring in conjunctions and conditionals. Consequently, we
are able to use the perceived degree of contradiction of cancellation of scalar implicatures and
entailments as two baselines that allow us to diagnose whether the cancellation of a reason
relation suggested by conjunctions and conditionals is more like the cancellation of a

conversational implicature or the cancellation of an entailment. Across conditions, it was found
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that the ca